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Abstract

Based on a stock-flow model of the housing market we estimate the relationship of house prices and explanatory macroeconomic variables in Germany using a regional panel dataset for 402 administrative districts. Using regional data exploits the variation across local housing markets and overcomes time-series data limitations. We take the regression residuals as a measure for deviations of actual house prices from their fundamental equilibrium level. The model specification allows to aggregate district-level residuals for various regional subsets. During the past two years for Germany as a whole single-family house prices appeared to be in line with their fundamental equilibrium level, whereas apartment prices significantly exceeded the fundamental price suggested by the model. The overvaluation of apartments is higher in towns and cities and most pronounced in the major seven cities, while single-family houses in cities appear to be only moderately above their fundamental levels.
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1 Introduction

From a macroeconomic perspective house prices matter for a number of reasons. Via their allocative signaling role for residential investment house prices have an effect on business cycle dynamics and long-term growth. By influencing households’ housing wealth property prices might affect private consumption spending, which in turn might lead to changes in output and inflation. Also, since residential property is usually debt financed to a large extent, a substantial decline in house prices may damage macroeconomic and financial stability. These effects were forcefully demonstrated in many countries including the US and some EU member states, where the recent recession was preceded or accompanied by a boom/bust pattern of residential property prices.\(^1\)

By contrast, house prices in Germany did not experience a noticeable boom before the economic and financial crisis nor did they fall dramatically in the wake of it. With the onset of the recovery in 2010 residential property prices started to increase. According to selected house price indicators in Fig. 1 urban agglomerations in Germany saw rather strong price increases over recent years, while the whole country average (BulwienGesa 402 districts) indicates relatively moderate house price rises. An index of 125 German cities and the price index for owner-occupied housing by the Association of German Pfandbrief banks range in between. Against this background it is of interest to investigate whether the recent house price increases are signals of an incipient overheating of the German housing market, in particular in large urban areas, or whether they are attributable to changes in macroeconomic factors.

To address this question, the paper exploits the cross-sectional variation in German regional housing markets in addition to the time-series dimension. In particular, a panel dataset for 402 administrative districts from 2004 to 2010 is used to estimate an equilibrium house price equation. The estimated economic relationships between house prices and a number of explanatory variables are more closely aligned with the standard macroeconomic correlations than estimates based on time variation. In addition, our approach aims at assessing house prices relative to their explanatory factors for the whole country or other sub-aggregates such as urban areas or large cities. This is particularly relevant at the current juncture given that house price developments have recently differed substantially across regions.

On the basis of aggregate time-series data empirical models of German house prices often yield imprecisely estimated coefficients of explanatory variables, such as income or unemployment, (e.g., Catte et al. 2004; Igan and Loungani, 2012) or effects that are hard

\(^1\) A large literature addresses the interactions between these housing markets and the macroeconomy. E.g., Altissimo et al. (2005), Borio and Lowe (2002), Case, Quigley and Shiller (2005), Glaeser, Gyurko and Saiz (2008), Iacoviello (2004), Iacoviello and Minetti (2008).
to reconcile with standard economic relationships (Dreger and Kholodilin, 2013; Girouard et al., 2004; Hiebert and Sydow, 2011; Hiebert and Vansteenkiste, 2011). This is mainly due to the lack of statistical power using methods based on time series data for the German housing market. Quarterly time series of a sufficiently high quality go back less than ten years. Data that go back over a longer period (back to German re-unification) are available on an annual basis only. In both cases statistical inference is plagued by insufficient variation in some of the explanatory variables and house prices either due to the low frequency of observations or a relatively short time span covered.\footnote{These insufficiencies can even lead to the exclusion of German data from multi-country time-series analyses (Adams and Füss, 2010; European Commission, 2012).} Drawing on the information from the cross-sectional variation as in our approach helps to overcome these data limitations.

There is little empirical evidence for German house prices on the basis of regional data, which is in sharp contrast to the availability of studies covering the US and UK real estate markets (e.g., Ashworth and Parker, 1997; Cameron, Muellbauer and Murphy, 2006; Capozza et al., 2002; Hwang and Quigely, 2006). In addition, none of the existing

Figure 1: Selected nominal house price indicators. Source: BulwienGesa AG and Association of German Pfandbrief Banks.
studies that look at the German housing market from a regional perspective investigate the implications for aggregate over- or undervaluations at different regional levels. Koetter and Poghosyan (2010) estimate fundamental house prices for the German regions. Their analysis is based on the time-series variation in a panel approach, whereas we focus on the cross-section variation in the data. Moreover, they restrict the set of regressors to GDP per worker and population growth, while our approach incorporates a larger set of economic and demographic determinants. Maennig and Dust (2008) focus on the effects of population growth on house prices. In a cross-section regression they consider the effects of income, population growth and construction costs on the price of single-family houses in German metropolitan areas. However, their dataset is limited to the year 2002, whereas our approach allows to use the estimated effects on the basis of cross-sectional information for the evaluation of house prices over time. Bischoff (2012) also provides estimates of regional single-family house prices in Germany for one year, 2005, and finds income and population growth to be important drivers of house prices.\(^3\)

To make use of the cross-section information in a panel model while accounting for potential endogeneity of some regressors we use an instrumental variables estimator based on a random-effects setup, which allows to address potential correlation of some of the explanatory variables with the unobserved district-specific effect. Following Hausman and Taylor (1981) we use the district means of variables which are uncorrelated with the unobserved effect as instruments. Assuming that the estimated equation on the district-level represents the true underlying relationship with parameters valid for all regional entities, a model for the fundamental prices of houses at different levels of aggregation can be constructed if the explanatory variables at district level are measured in per-capita terms. In order to gauge the degree of over- or undervaluation in German house prices at different aggregation levels, the deviation of actual house prices from their estimated fundamental price is computed for different regional sub-aggregates.

The results from our regional panel model, which differentiates between single-family houses and apartments, point to significant effects of the housing stock per capita, income per capita, unemployment, a demographic measure, the population density and growth expectations on house prices. Comparing actual house prices to their fundamental prices for a number of different regional sub-aggregates over the past two years suggests that apartment prices significantly exceed their fundamental prices. Their deviation is largest in the group of major cities and smaller for a whole-country average. A similar pattern holds for single-family houses with the size of house price misalignments being generally smaller than for apartments and often not significant. For Germany as a whole apartment

\(^3\)Kholodilin and Mense (2012) carry out time-series analyses of prices and rents for houses and apartments in the major German cities, without however looking at the cross-section information.
prices show a moderate overvaluation, whereas single-family house prices appear to be in line with the level suggested by the model.

The remainder of the paper is structured as follows. Section 2 outlines the theoretical stock-flow model of the housing market. Section 3 clarifies some aggregation issues, and section 4 presents the data and discusses important specification choices of the panel model. Section 5 contains the estimation results and section 6 offers an assessment of the recent house price increases. Section 7 concludes.

2 The stock-flow model of the housing market

The empirical specification is derived from a theoretical stock-flow model, which accounts for the interaction of house prices with residential investment and allows for sluggish stock and price adjustments (DiPasquale and Wheaton, 1992; McCarthy and Peach, 2002; Steiner, 2010). It is compatible with an error-correction mechanism to describe demand and supply dynamics on the housing market, which is often used in the empirical literature to quantify the misalignment of house prices with their determinants and the subsequent adjustment (e.g., Capozza et al., 2004; Malpezzi, 1999). Also, the stock-flow model nests the asset-pricing approach (Hiebert and Sydow, 2011) and the user-cost approach (Himmelberg et al., 2005; Poterba, 1984) to evaluating house price movements. Beyond that, it provides the flexibility to include additional potential house price determinants.

The stock-flow model describes the housing market using a law of motion for the housing stock, a demand equation for housing and an adjustment equation for house prices and residential investment, whenever housing demand deviates from available supply. The housing stock $s_t$ evolves according to

$$ s_t = (1 - \delta) s_{t-1} + b_{t-1} \tag{1} $$

whereby the housing stock at the beginning of period $t$ equals the stock at $t - 1$ adjusted for depreciation at the rate $\delta$ plus residential investment $b_{t-1}$ during period $t - 1$.

The demand for housing $x_{t}^d$ is assumed to depend positively on income $y_t$, negatively on the housing rent $m_t$, and on other factors $z_t$, in particular demographic variables or labour market factors (Cameron, Muellbauer and Murphy, 2006).\footnote{The signs in the coefficient vector $\alpha_3$ are variable-specific.}

$$ \ln x_{t}^d = \alpha_0 + \alpha_1 \ln y_t - \alpha_2 \ln m_t + \alpha_3 \ln z_t \tag{2} $$

Measures of current income could be viewed as capturing business cycle effects or borrowing constraints (McQuinn and O'Reilly, 2008). Current income might also affect affordability and the loan-to-value ratio because, next to the collateral value of the house,
banks often use affordability measures to judge the appropriate loan-to-value ratio for a mortgage. Affordability in turn can be computed by comparing the cashflow for loan repayment to a fixed proportion of current income.

The one-period real rent $m_t$ is related to real house prices via the asset pricing condition for houses.

$$r^h_t = \frac{E_t p_{t+1} + m_t - p_t}{p_t}$$ (3)

The ex-ante real yield from renting out one unit of housing $r^h_t$ is equal to the percentage difference between the expected house price next period $E_t p_{t+1}$ plus the rent $m_t$ received during period $t$ and the current house price $p_t$. Re-arranging, iterating forward and imposing the transversality condition yields the familiar equation for the house price in terms of the sum of discounted expected future rent payments.

$$p_t = E_t \sum_{k=0}^{\infty} \frac{m_{t+k}}{k} \prod_{n=0}^{k} (1 + r^h_{t+n})$$ (4)

In order to operationalize the expression two further assumptions are made. First, rents are expected to be a constant fraction of income and to grow at an average long-term rate $g^e_t$, i.e. $m_{t+k} = (1 + g^e_t)^k m_t$, $k = 1, 2, ..., \infty$. Second, future rent payments are discounted at an average long-term real interest rate $r_t$, with $(1 + r_t)^k = \prod_{n=0}^{k} (1 + r^h_{t+k})$, $k = 1, 2, ..., \infty$. These assumptions are in line with the view that it is mainly the persistent component of the growth rate of rents or the interest rate which matters for housing demand. Re-arranging for the price-rent ratio $p_t/m_t$ and assuming $r_t - g^e_t > 0$ results in

$$\frac{p_t}{m_t} = \frac{1}{r_t - g^e_t}$$ (5)

Taking logs, substituting out $m_t$ in (2) and imposing the equilibrium condition, $\ln x^d_t \equiv \ln s_t$, yields the inverted demand curve for housing, where the supply of housing is inelastic in the short run (Muellbauer and Murphy, 1994).

$$\ln p^*_t = \frac{\alpha_0}{\alpha_2} - \frac{1}{\alpha_2} \ln s_t + \frac{\alpha_1}{\alpha_2} \ln y_t + \frac{\alpha_3}{\alpha_2} \ln z_t - \ln (r_t - g^e_t)$$ (6)

While $p^*_t$ is fully described by observable economic factors, actual house prices may deviate from $p^*_t$, e.g. due to shocks. Assuming that actual house prices converge back to their level determined by economic factors only, $p^*_t$ can regarded as the fundamental equilibrium price (DiPasquale and Wheaton, 1992).

3 Aggregation

In order to apply the empirical model at district level for house price analysis at higher levels of aggregation the specification of the panel model and the definition of the explana-
tory variables have to fulfil some conditions. An economically consistent aggregation of
the regional house price equation is obtained when the regional variables can be replaced
by their aggregate counterparts without violating the equality between the left-hand and
the right-hand side of the equation. Given that regional house price indices under consid-
eration are usually arithmetically aggregated using population weights, this is achieved if
(i) the postulated relationship is linear in all explanatory variables and (ii) all explana-
tory variables measured in volumes (e.g. income or the housing stock) are measured in
per-capita terms.\footnote{Population weights are supposed to proxy for the expenditure shares of housing, which are not available at district level.}

Let us first write the equation for the house price in district $i$ as

$$ p_{it} = \alpha + \beta v_{1it} + \gamma v_{2it} + \theta w_t $$

(7)

where $v_{1it}$ and $v_{2it}$ are district-specific explanatory variables and $w_t$ comprises the variables
that do not vary across the regional units. An aggregate population-weighted house price
index can be constructed as

$$ p_{it}^{lin} = \sum_{i=1}^{I} \frac{n_{it}}{n_t} p_{it} $$

(8)

where $n_{it}$ is the number of residents in district $i$ and $n_t = \sum_{i=1}^{I} n_{it}$. Substituting (7) yields

$$ p_{it}^{lin} = \alpha + \beta \sum_{i=1}^{I} \frac{n_{it}}{n_t} v_{1it} + \gamma \sum_{i=1}^{I} \frac{n_{it}}{n_t} v_{2it} + \theta w_t $$

(9)

Under condition (ii) $v_{1it}$ and $v_{2it}$ are defined in per-capita terms, $v_{1it} = \frac{\tilde{v}_{1it}}{n_{it}}$ and $v_{2it} = \frac{\tilde{v}_{2it}}{n_{it}}$.

This yields

$$ p_{it}^{lin} = \alpha + \beta \frac{1}{n_t} \sum_{i=1}^{I} \tilde{v}_{1it} + \gamma \frac{1}{n_t} \sum_{i=1}^{I} \tilde{v}_{2it} + \theta w_t $$

(10)

given the aggregation of volumes $\tilde{v}_{1i} = \sum_{i=1}^{I} \tilde{v}_{1it}$ and $\tilde{v}_{2i} = \sum_{i=1}^{I} \tilde{v}_{2it}$. As $\frac{\tilde{v}_{1i}}{n_t}$ and $\frac{\tilde{v}_{2i}}{n_t}$ are the
counterparts of $v_{1i}$ and $v_{2i}$ at the aggregate level the district-level specification (7) is also
valid at the aggregate level. In reconciling the theoretical house price equation (6) with the
requirements for aggregation, the explanatory variables measured as volumes (e.g. income
or the housing stock) have to be expressed in per-capita units, while other variables like
the interest rate and growth expectations can be included without adjustment.

The linearity condition (i), however, is at odds with the log-linearised form of (6),
which results from a first-order approximation to the non-linear theoretical model. As we
actually do not know whether this approximation is close to the unknown true structure, we cannot reject the linear functional form by theoretical arguments. In addition, we formally investigate the potential aggregation errors stemming from two sources. The first error arises from estimating and consistently aggregating a linear model, when in fact the logarithmic formulation is true at the district level. This error relates to the aggregation of misspecification error. The second error is due to aggregation of the logarithmic model under the null hypothesis that it is the true specification and requiring that the regional equations be economically consistent with their aggregate counterpart. An economically sensible (but inconsistent) aggregation of the logarithmic district-level model

\[ \ln p_{it} = \ln \alpha + \beta \ln v_{1i}^{1} + \gamma \ln v_{2i}^{2} + \theta \ln w_{t} \]  

might be

\[ \ln \sum_{i=1}^{I} \frac{n_{it}}{n_{t}} p_{it} \equiv \ln \alpha + \beta \ln \sum_{i=1}^{I} \frac{n_{it}}{n_{t}} v_{1i}^{1} + \gamma \ln \sum_{i=1}^{I} \frac{n_{it}}{n_{t}} v_{2i}^{2} + \theta \ln w_{t} \]  

Of course, this definition differs from the formally consistent aggregation equation given by

\[ \ln p_{it}^{\text{log}} = \ln \sum_{i=1}^{I} \frac{n_{it}}{n_{t}} p_{it} = \ln \sum_{i=1}^{I} \frac{n_{it}}{n_{t}} \alpha (v_{1i}^{1})^{\beta} (v_{2i}^{2})^{\gamma} w_{t}^{\theta} \]  

but allows to use the district-level specification at the aggregate level.

To inform a decision between the two aggregation procedures (9) and (12) a simulation study is carried out comparing the mean errors (MEs) of estimating and aggregating the linear versus the logarithmic model under the null that, at the district level, the logarithmic specification is correct. Appendix C contains the details of the simulation study. The results suggest that the error of an economically consistent aggregation of the potentially wrong linear model is much smaller than the bias from non-exact aggregation of the true logarithmic equation under the null. The numerical evidence supports the theoretical argument above that a linear specification is at least as good an approximation as the logarithmic model. In the following we therefore use a linear specification of the house price equation.

4 Empirical model

4.1 Panel model specification

We specify a linear regional panel model for \( I \) administrative districts denoted by \( i = 1, 2, ..., I \) and \( t = 1, 2, ..., T \) periods. It is assumed that the model (1) to (6) is a valid description of the housing market in the individual districts.

\[ p_{it} = \beta_{0} + \beta_{1}s_{it} + \beta_{2}y_{it} + \beta_{3}z_{it} + \beta_{4}r_{t} + \beta_{5}g_{it}^{c} + c_{i} + \epsilon_{it} \]  

\( ^{7} \)
where variables at district level are defined as above. We allow for district-specific effects $c_i$, which are unobserved. The interest rate and growth expectations are assumed to be the same for each district. District-specific growth expectations over and above those for the whole economy are unobserved and left to enter the equation via the district-specific unobserved effects $c_i$. This implies that district-specific growth expectations are assumed time-invariant over the estimation sample and are contained in $c_i$. Strict exogeneity with respect to the error terms $\epsilon_{it}$ is required to hold.

The panel dataset covers house prices (in euros) for existing apartments and existing single-family houses provided by a private firm, BulwienGesa, in all 402 administrative districts of Germany (Kreise und kreisfreie Städte) at annual frequency for the years 2004 to 2012, and for a subset of 93 towns and cities for the years 1996 to 2012. They are deflated by regional consumer price indices constructed on the basis of price level information by Kawka (2009), which we backcast using annual CPI data for the state (Länder) to which a particular district belongs.

Real house prices per square metre are modelled as in (6) using the number of housing units per resident ($s_{it}$), real GDP per capita ($y_{it}$), the real long-term interest rate ($r_t$) and long-term real growth expectations ($g^e_t$) as explanatory variables. The vector $z_{it}$ includes the population aged between 30 and 55 as a ratio of total population ($a_{it}$), a measure of the population density ($d_{it}$) (area per resident) and the unemployment rate ($u_{it}$) (in % of population). Note that these three variables are defined such that they fulfill the aggregation condition (ii). The age-cohort variable is supposed to capture life-cycle motives for purchasing a house, which are not covered by the remaining variables. The population density variable serves to account for a scale effect, namely that districts with a higher population density are usually characterised by higher house prices ceteris paribus. The unemployment rate could affect house prices through its role as an indicator for district-specific income perspectives. The real 10-year mortgage rate proxies for the required return in the asset-pricing equation (4) and is obtained by subtracting expected inflation over the ten years ahead from 10-year nominal mortgage rates (see appendix A for the list of data sources and definitions).

For the whole set of districts the estimation period is 2004 to 2010 because the full list of explanatory variables is only available up to 2010. In case of the 93 towns and cities, estimation is carried out over the sample starting in 1996. We estimate separate equations for apartments and single-family houses.

### 4.2 Cross-section vs. time-series dimension

A crucial question is whether to treat the unobserved district-specific effects $c_i$ as random or fixed effects. From a theoretical perspective the answer would depend on whether
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_t )</td>
<td>Prices in 2009 euros per square meter</td>
<td>507.0</td>
<td>115.5</td>
<td>519.5</td>
<td>3917</td>
</tr>
<tr>
<td>( s_t )</td>
<td>Housing units per capita</td>
<td>0.202</td>
<td>0.067</td>
<td>0.067</td>
<td>0.364</td>
</tr>
<tr>
<td>( y_t )</td>
<td>GDP per capita in 2009 euros</td>
<td>30730</td>
<td>1085</td>
<td>10952</td>
<td>98843</td>
</tr>
<tr>
<td>( a_{15} )</td>
<td>Population aged 30 to 55 as share of total</td>
<td>0.37</td>
<td>0.014</td>
<td>0.001</td>
<td>0.43</td>
</tr>
<tr>
<td>( d_t )</td>
<td>Population density (square kilometre per capita)</td>
<td>0.006</td>
<td>0.005</td>
<td>0.005</td>
<td>0.026</td>
</tr>
<tr>
<td>( u_t )</td>
<td>Unemployment (as share of population)</td>
<td>0.046</td>
<td>0.014</td>
<td>0.004</td>
<td>0.131</td>
</tr>
<tr>
<td>( r_t )</td>
<td>10-year real mortgage rates</td>
<td>-</td>
<td>-</td>
<td>0.004</td>
<td>0.035</td>
</tr>
<tr>
<td>( g_t )</td>
<td>Real growth expectations</td>
<td>0.015</td>
<td>-</td>
<td>0.004</td>
<td>0.012</td>
</tr>
</tbody>
</table>
the relationship between house prices and their determinants are governed by the same underlying distribution regardless of an individual district, or whether this relationship is to be viewed as conditional on being in a specific district. From the point of view of econometric inference, it must be taken into account whether the unobserved effect is correlated with any of the regressors in the house price equation. If so, an omitted variable that is correlated with the regressors gives rise to an endogeneity problem and the random-effects estimator produces inconsistent coefficient estimates, whereas the fixed-effects estimator is consistent. Usually, a Hausman test is carried out to test for correlation between the unobserved effect and the regressors (Hausman, 1978). The Hausman test statistic $\xi_H$ compares the coefficient estimates from the random-effects and the fixed-effects estimator relative to the difference in their covariance matrices.

$$\xi_H = \left( \hat{\beta}_{FE} - \hat{\beta}_{RE} \right)^\prime \left[ \hat{V}\{\hat{\beta}_{FE}\} - \hat{V}\{\hat{\beta}_{RE}\} \right]^{-1} \left( \hat{\beta}_{FE} - \hat{\beta}_{RE} \right)$$ (15)

where $\hat{V}$ are estimates of the covariance matrices. A significant difference between the two coefficient estimates usually indicates that a fixed-effects estimator is required for consistent estimates.

However, in our case, the results of a Hausman test in its standard form (15) are to be treated with caution because over the available sample the empirical correlations between house prices and regressors differ strongly depending on whether they are estimated along the time-series or cross-section dimension. The summary statistics in Table 1 show that most of the variance in the individual regressors comes from the variance between district means, while the within variances are relatively small. Additionally, Figs. 2 to 5 plot the unconditional correlations between the prices for apartments and single-family houses with each of the district-specific regressors.

The first column presents their overall correlation, while the second column relates the deviations of prices and regressors from their district means, and the third column shows the correlation of the district means of variables. Using the within variance (second column) is likely to yield counterintuitive coefficients attached to some key regressors, e.g. a negative effect of GDP per capita on house prices and a positive effect of the unemployment rate. We consider the correlations based on deviations from the district mean implausible because the within variance of these variables is small relative to the between variance. This is due to little time variation of the regressors over the sample period of $T = 7$ relative to the variation across 402 districts in the sample. The between variance is more likely to capture the true underlying structural relationships between variables than time variation in the sample.\(^6\)

\(^6\)This issue is related to the problem of finding sensible coefficients in an aggregate time-series estimation of house prices for Germany, which provided the motivation for including the cross-sectional variation in a panel estimation.
Figure 2: Unconditional correlations of regressors with apartment prices (overall, in deviations from district mean and in district means).

Figure 3: Unconditional correlations of regressors with apartment prices (overall, in deviations from district mean and in district means).
Figure 4: Unconditional correlations of regressors with single-family house prices (overall, in deviations from district mean and in district means).

Figure 5: Unconditional correlations of regressors with single-family house prices (overall, in deviations from district mean and in district means).
The small within variance also complicates the interpretation of the Hausman test statistic. Suppose the Hausman test rejects the null of no correlation between the unobserved effect and the regressors, which would be reflected in large differences of the coefficient estimates. It would be unclear whether the differences are truly due to an endogeneity problem, or whether they are due to untypically signed fixed-effects coefficient estimates over the sample period.

In contrast to the district-specific explanatory variables, data on growth expectations and mortgage rates do not exhibit cross-sectional variation. However, both are important explanatory factors according to the theoretical model. In addition, growth expectations are likely to capture the downward trend in real house prices since the mid-1990s. Fig. 6 plots the long-run growth expectations (left panel) and 10-year mortgage rates (right panel) along with real house prices in 93 towns and cities, which are available over the longer sample starting in 1996. Long-run growth expectations are highly positively correlated with house and apartment prices over the sample, which is in line with the theoretical model.

Figure 6: 10-year real growth expectations (left panel) and 10-year mortgage rates (right panel) along with real house and apartment prices for 93 cities.

At the same time, over most of the extended estimation period both house prices and mortgage rates have a downward trend yielding a positive empirical relationship between them. While this empirical finding does not contradict the theoretically negative relationship from the theoretical partial equilibrium model, it is less useful for assessing house prices over the recent past when real mortgage rates decreased to exceptionally low levels and house prices were increasing.

We conclude from this discussion that in order to uncover the structural correlations between house prices and district-specific variables the cross-section variation plays an

---

7Lack of data on district-specific growth expectations or mortgage rates is to some extent plausible because they are not necessarily meaningful concepts. Both are probably more strongly related to sector-specific, national or even international factors, rather than location-specific.
important role, which calls for including as many districts as possible in the estimation. However, this comes at the expense of reducing the time dimension making it more difficult to precisely estimate the impact of variables without variation across districts. Thus, there is a trade-off between optimally exploiting the available time-series dimension versus making best use of the existing cross-section variation. In the empirical part we will address this issue by providing estimates for the sample of 402 districts over a shorter sample and for a sample of 93 towns and cities over a longer horizon.

4.3 Hausman-Taylor instrumental variables estimator

The Hausman-Taylor (HT) estimator (Hausman and Taylor, 1981) provides the basis for an instrumental variables (IV) random-effects estimator that accounts for the potential endogeneity of some regressors, while at the same time making best use of the between variance in the data.\(^8\) Intuitively, it provides two useful elements for our purposes. First, while the random-effects estimator assumes that none of the regressors are correlated with the unobserved effect, and the fixed-effects estimator removes the district-specific means from the estimation equation for all regressors, the HT estimator uses IVs on endogenous regressors in a random-effects environment. Second, the HT estimator does not require instruments from outside the model as long as some regressors can be treated as exogenous.

To illustrate that, suppose that in (14) \(c_i\) is correlated with \(z_{it}\) but not with any of the remaining regressors. The HT/IV estimator starts from the random-effects formulation

\[
\tilde{p}_{it} = \beta_0 + \beta_1 \tilde{s}_{it} + \beta_2 \tilde{y}_{it} + \beta_3 \tilde{z}_{it} + \beta_4 \tilde{r}_{it} + \beta_5 \tilde{g}_{et} + c_i + v_{it}
\]

where a tilde denotes the quasi-time-demeaned variables. Endogenous regressors (e.g. \(z_{it}\)) are instrumented by variables uncorrelated with the unobserved effect. These can be the time-demeaned regressors (e.g. \(z_{it} - \bar{z}_i\)) as in the fixed-effects transformation, or also the mean of any exogenous regressor, e.g. \(\bar{y}_i\). Instrumenting by the means of regressors which are uncorrelated with the unobserved effect, instead of \(z_{it} - \bar{z}_i\), uses the between variance of the exogenous regressors instead of the within variance of \(z_{it}\). More generally, we can use the mean of any exogenous regressor as an instrument for the endogenous regressors, as long as there are at least as many exogenous regressors as endogenous ones. Note that the fixed-effects estimator does not distinguish between exogenous and endogenous regressors, but treats all regressors as potentially correlated with \(c_i\). Since in the example only \(z_{it}\) is correlated with \(c_i\) we would not need to demean the remaining regressors, which would discard the between variance.

\(^8\)Originally, the HT estimator was developed to estimate the coefficients of time-invariant variables in a fixed-effects estimation.
A random-effects IV regression à la Hausman and Taylor (1981) requires the following steps. First, regressors to be treated as exogenous need to be determined. This can be done by economic arguments and using Hausman tests on the individual regressors, taking into account possible distortions for those regressors with a relatively small within variance. Second, a random-effects IV regression is run and diagnostic tests are used to choose a particular model specification.

5 Estimation results from panel models

5.1 Fixed- and random-effects estimation

We start by running fixed- and random-effects regressions over the estimation period 2004 to 2010 and check whether the results confirm our conjectures. Columns labeled FE in Table 2 present the results from the fixed-effects estimation of (14) for single-family houses and apartments separately. Regressors without significant effects were removed from the specification.\footnote{Since variables are not logged the coefficients do not represent elasticities, meaning that their relative magnitude is not easily interpreted. We focus on the signs and significance of coefficients throughout the discussion. The signs of the coefficients on the housing stock, per-capita income, the demographic variable and growth expectations can be given a plausible interpretation in all specifications, while the coefficients on the density variable and the unemployment rate are signed differently across specifications. The mortgage rate does not appear to be significant in any of the specifications, whereas growth expectations have a consistently positive effect on house prices across specifications. As expected, the fixed-effects model estimates a positive effect of the inverted population density and the unemployment rate because these correlations happened to be dominant over time in the estimation period. Note that the within $R^2$ is much higher than the between $R^2$. The fixed-effects model does not explain much of the variation across districts (except via fixed effects, which have no economic interpretation), while most of its explanatory power is directed at the within variation over time.} Results for the full list of variables are in the appendix.
In contrast, the random-effects model reported in columns labeled RE is able to explain much better the cross-sectional variation in the panel. The signs of all variables are intuitive for both the apartments and the single-family houses equations. For any given level of demand the house price level is lower the higher the supply of housing in form of the housing stock at the beginning of the period. Higher per-capita income, a larger share of middle-aged population and more favourable growth expectations put pressure on house prices, while less densely populated areas and those with higher unemployment are associated with lower house prices. According to the overall R² of the random-effects model, single-family house prices can be explained better than apartment prices.

5.2 Hausman-Taylor instrumental variables estimation

In order to address the endogeneity issue when using a random-effects model we specify a model using the HT estimator. We assume that the real interest rate and the economy-wide growth expectations are uncorrelated with \( c_i \) because they are unaffected by factors specific to an individual district. For the remaining variables we we rely on a combination of economic reasoning and mechanical testing to identify exogenous regressors. First, we
run a Hausman test on all district-specific regressors jointly and a Hausman test on each variable individually.\textsuperscript{10} Given that the standard Hausman test statistic might be affected by differing coefficient signs due to variation from the time- vs. cross-section dimension, or by large differences in the variances of the estimated coefficients, we additionally present results from another version of the Hausman test (Wooldridge, 2002).\textsuperscript{11} It is less susceptible to the distortions from which the standard formulation of the Hausman test suffers. The alternative version of the Hausman test (Hausman-Wu test) is based on the idea that the unobserved effects $c_i$ can be decomposed into a part that is correlated with e.g. the district-specific means of the regressors and a remaining random effect $\mu_i$ (Mundlak, 1978).

$$c_i = \lambda_1 \bar{s}_i + \lambda_2 \bar{y}_i + \lambda_3 \bar{z}_i + \mu_i$$  \hspace{1cm} (17)

where a bar denotes the district-mean of a variable. The test is constructed by augmenting a random-effects estimation equation by e.g. the means of the regressors (e.g. $\bar{s}_i$).

$$\tilde{p}_{it} = \beta_0 + \beta_1 \tilde{s}_{it} + \beta_2 \tilde{y}_{it} + \beta_3 \tilde{z}_{it} + \beta_4 \tilde{q}_{it} + \beta_5 \tilde{g}_{it} + \lambda_1 \bar{s}_i + \lambda_2 \bar{y}_i + \lambda_3 \bar{z}_i + \mu_i + \tau_{it}$$  \hspace{1cm} (18)

where a tilde denotes a quasi-time-demeaned variable. The null hypothesis is $\lambda_j = 0$, $j = 1, 2, 3$ jointly or individually. A significant test statistic denotes rejection of the null of exogeneity.

Table 3 contains the Hausman test statistics for all variables jointly and individually. For both types of residential property the joint standard Hausman tests strongly reject the null that the regressors are jointly uncorrelated with the unobserved effects. The individual test statistics are subject to a high degree of variation, in particular those for single-family houses show a fairly large difference between the test statistics with the chi-squared statistic for income being far smaller than for the remaining variables. The results from the Hausman-Wu test indicate that income in the single-family house price equation (and marginally in the apartments equation), as well as the age-cohort variable and the inverse population density in the apartments equation appear to pass the test for exogeneity. From an economic perspective a variable with a relatively large transitory component such as current income is less likely to be correlated with a time-invariant unobserved characteristic (e.g. quality of infrastructure) than other more structural factors such as the size of an age-cohort or population density. Moreover, we would expect an regressor to be exogenous in both the equation for single-family houses and apartments

\textsuperscript{10}We use autocorrelation-robust variance estimates in the Hausman tests throughout. In our case the trade-off between the fixed-effects and random-effects estimator is due to the random-effects estimator being better suited to identify the structural relationships from the between variance, rather than due to its efficiency properties.

\textsuperscript{11}Ch. 10.7.3
<table>
<thead>
<tr>
<th>Variable</th>
<th>Hausman test statistic</th>
<th>Hausman-Wu test statistic</th>
<th>HT/IV-1</th>
<th>HT/IV-2</th>
<th>Hausman test statistic</th>
<th>Hausman-Wu test statistic</th>
<th>HT/IV-1</th>
<th>HT/IV-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{it}$</td>
<td>12.8</td>
<td>8.7</td>
<td>-2648.1***</td>
<td>-3136.1***</td>
<td>51.1</td>
<td>6.8</td>
<td>-12567.6***</td>
<td>-3661.9***</td>
</tr>
<tr>
<td>$y_{it}$</td>
<td>4.9</td>
<td>2.0</td>
<td>0.004***</td>
<td>0.003***</td>
<td>6.8</td>
<td>1.9</td>
<td>0.003**</td>
<td>-</td>
</tr>
<tr>
<td>$a_{it}$</td>
<td>7.8</td>
<td>0.4</td>
<td>11646.1***</td>
<td>12326.0***</td>
<td>81.2</td>
<td>2.7</td>
<td>4256.6***</td>
<td>10246.7***</td>
</tr>
<tr>
<td>$d_{it}$</td>
<td>4.6</td>
<td>1.9</td>
<td>-17670.0*</td>
<td>-95035.7***</td>
<td>28.7</td>
<td>7.4</td>
<td>148191.5***</td>
<td>-119636.6***</td>
</tr>
<tr>
<td>$u_{it}$</td>
<td>15.0</td>
<td>14.6</td>
<td>1303.7***</td>
<td>-</td>
<td>342.3</td>
<td>19.8</td>
<td>1221.2***</td>
<td>-</td>
</tr>
<tr>
<td>$r_{t}$</td>
<td>-</td>
<td>-</td>
<td>662.4</td>
<td>-</td>
<td>-</td>
<td>246.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$g_{t}$</td>
<td>-</td>
<td>-</td>
<td>7487.8***</td>
<td>7259.4***</td>
<td>-</td>
<td>-</td>
<td>6235.1***</td>
<td>6399.5***</td>
</tr>
<tr>
<td>constant</td>
<td>-2285.8***</td>
<td>-1849.7***</td>
<td>-</td>
<td>-</td>
<td>1740.1***</td>
<td>-598.2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

$R^2$

<table>
<thead>
<tr>
<th></th>
<th>within</th>
<th></th>
<th></th>
<th></th>
<th>between</th>
<th></th>
<th></th>
<th></th>
<th>overall</th>
<th></th>
<th></th>
<th></th>
<th>Obs.</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.56</td>
<td>0.55</td>
<td></td>
<td></td>
<td>0.07</td>
<td>0.13</td>
<td></td>
<td>&lt;0.01</td>
<td>0.09</td>
<td>0.15</td>
<td></td>
<td></td>
<td>2814</td>
<td>2814</td>
<td>2814</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *, **, *** denotes significance on the 10%, 5%, 1%-level.
Hausman test statistic distributed as chi-squared, Hausman-Wu statistic as t-distribution.
Significant values (on the 5%-level) in bold denote rejection of the null of exogeneity.
Instruments: HT/IV-1: District means of exogenous regressors and demeaned endogenous regressors.
HT/IV-2: as HT/IV-1 less demeaned regressors whose within-correlation with prices differs in sign from their between-correlation.
or none given that the included regressors are not specific to the type of property. The Hausman-Wu test rejects exogeneity of current income only marginally in the apartments equation, whereas it strongly rejects it for the age-cohort and inverse population density variable in the apartments equation. Therefore we consider it reasonable to treat income as an exogenous regressor and all other district-specific variables as endogenous regressors.

The column labeled HT/IV-1 in Table 3 presents the estimation results for the full list of variables using the district means of the exogenous regressors (including $r_t$ and $g_t^e$) along with the demeaned endogenous regressors as instruments. Columns labeled HT/IV-2 present the estimation results from stripping down the specification by means of dropping insignificant variables and removing those instruments from the first-stage regression whose within-correlation with house and apartment prices differs in sign from their between-correlation. The interpretation of the coefficients for the remaining regressors is the same as in the standard random-effects model. Note that similarly to the standard random-effects estimation the HT/IV-approach has better explanatory power than the fixed-effects estimator. Compared to the RE estimator the HT estimator reduces the overall $R^2$ of both types of property. However, it accounts for potential endogeneity of some of the regressors, which the random-effects estimator fails to do.

Extending the estimation period back to 1996 we follow the same estimation procedure as in the baseline case for 402 districts for selecting the appropriate specification. The empirically positive correlation between mortgage rates and growth expectations (see Fig. 6) might be due to long-run interest rates reflecting expectations about future productivity. Therefore, we consider house prices and 10-year mortgage rates to be partly influenced by long-run growth expectations as a common factor, and do not include mortgage rates in this part of our analysis. Table 4 contains the detailed estimation results. Note that the Hausman/Hausman-Wu test results are in line with our reasoning for the shorter sample period. In particular, current income in the apartments equation, too, is indicated by the tests as exogenous. The coefficients on the basis of the HT/IV estimator are all signed according to economic intuition and in line with the results for the shorter sample period using all 402 districts (columns labeled HT/IV-2 in Table 3). In line with our prior, the coefficient attached to growth expectations increases markedly in size compared to the shorter estimation sample. It is likely to be a better estimate for the structural long-run price because over the shorter sample the correlation between residential property prices and growth expectations appears much looser than over the longer sample due to heightened uncertainty about the longer-term outlook during the economic and financial crisis (see Fig. 6). Therefore, it would not be adequate to expect the coefficient on long-run growth expectations from the shorter sample to help explain the development of house prices over the longer period satisfactorily.
Table 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Apartments</th>
<th>Single-family houses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hausman test statistic</td>
<td>Hausman-Wu test statistic</td>
</tr>
<tr>
<td>jointly</td>
<td>301.0</td>
<td>–</td>
</tr>
<tr>
<td>$s_{it}$</td>
<td>55.8</td>
<td>–11.9</td>
</tr>
<tr>
<td>$y_{it}$</td>
<td>2.6</td>
<td>0.6</td>
</tr>
<tr>
<td>$a_{it}$</td>
<td>6.0</td>
<td>–3.9</td>
</tr>
<tr>
<td>$d_{it}$</td>
<td>8.0</td>
<td>2.6</td>
</tr>
<tr>
<td>$u_{it}$</td>
<td>(–42.1)</td>
<td>8.8</td>
</tr>
<tr>
<td>$r_t$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$g_t^c$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>constant</td>
<td>696.1***</td>
<td>2280.0***</td>
</tr>
</tbody>
</table>

$R^2$

<table>
<thead>
<tr>
<th></th>
<th>within</th>
<th>between</th>
<th>overall</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.70</td>
<td>0.01</td>
<td>0.23</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>0.73</td>
<td>0.03</td>
<td>&lt;0.01</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.03</td>
<td>0.15</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.09</td>
<td>0.15</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.03</td>
<td>0.01</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>0.59</td>
<td>0.16</td>
<td>0.18</td>
<td>1395</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *, **, *** denotes significance on the 10%, 5%, 1%-level.
Hausman test statistic distributed as chi-squared, Hausman-Wu statistic as t-distribution.
Significant values (on the 5%-level) in bold denote rejection of the null of exogeneity.
Instruments: District means of exogenous regressors and demeaned endogenous regressors less demeaned regressors whose within-correlation with prices differs in sign from their between-correlation.
6 Assessing aggregate house prices

6.1 Aggregating district-level regression residuals

Given that the district-level price equation is specified to ensure consistent aggregation
the panel estimates can be used to assess residential property prices at aggregate levels.
This is done by summing over district-level regression residuals $\hat{\epsilon}_{it}$.

$$
\hat{\epsilon}_t = \sum_{i=1}^{I} \frac{n_{it}}{n_t} \hat{\epsilon}_{it} \\
= \sum_{i=1}^{I} \frac{n_{it}}{n_t} \hat{p}_{it} - \sum_{i=1}^{I} \frac{n_{it}}{n_t} \hat{p}_{it} \\
= p_t - \hat{p}_t
$$

Therefore the aggregate residual $\hat{\epsilon}_t$ can be interpreted as the deviation of the actual
aggregate house price from its fundamental level.

The estimation of district-specific effects implies $\hat{\epsilon}_i = \sum_{t=1}^{T} \hat{\epsilon}_{it} = 0$. Hence, the model
imposes the (time-series) mean of any residual series, district-specific or aggregate, to be
zero in sample.

Based on the variance of the district-specific prediction errors $Var\{\hat{\epsilon}_{it}\} = Var\{p_{it} - \hat{p}_{it}\}$, we can also provide confidence intervals for the estimated aggregate residual according to

$$
Var\{\hat{\epsilon}_t\} = Var\left\{\sum_{i=1}^{I} \frac{n_{it}}{n_t} \hat{\epsilon}_{it}\right\} \\
= \sum_{i=1}^{I} \left(\frac{n_{it}}{n_t}\right)^2 Var\{\hat{\epsilon}_{it}\}
$$
given that the $\epsilon_{it}$’s are assumed independent of each other across districts. The confidence
bands comprise the sampling variability and parameter uncertainty.

6.2 Deviations from the fundamental equilibrium price

Fig. 7 shows the aggregate regression residuals in percent of the fundamental price es-
timated on the basis of the whole panel ($I = 402$) over the sample period 2004 to 2010
for single-family house and apartment prices.\(^{12}\) Before 2011, the in-sample deviations
with their associated confidence intervals are plotted. For 2011 and 2012 the out-of-
sample prediction error variances are proxied by the average of the in-sample prediction
error variance. It has to be borne in mind that the confidence bands over the forecast-
ing period based on the in-sample variances might underestimate the true out-of-sample
prediction error variance.

\(^{12}\)The projections of the regressors for 2011 and 2012 are described in appendix A.
Figure 7: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for 402 districts, estimated using data for 402 districts over 2004 to 2010. Shaded areas denote out-of-sample predictions.

On the basis of the two estimators, RE and HT/IV-2, there are two measures of deviations from estimated levels. Over the estimation sample 2004 to 2010 the price misalignments are of modest size and fluctuate around zero. Over the past two years single-family house prices do not show any signs of an over- nor undervaluation on a whole-country average. This holds regardless of the estimator used. In contrast, apartment prices appear to significantly exceed their fundamental levels by around 7%.

Our chosen aggregation procedure is rather flexible in that it allows to vary the scope of regional aggregation. Next to a whole-country aggregate, results for different regional subsets can be obtained, e.g. for 93 towns and cities, which are separately identified in the dataset, or for the major seven cities. Producing different regional composites is convenient because, currently, the degree of house price increases varies across regional subsets. Thus, the relatively strong price increases in the major seven cities might be explained by comparatively favourable developments in the driving factors. Fig. 8 plots the deviations of house and apartment prices for 93 towns and cities. During the past two years single-family house prices in towns and cities appear to exceed their predicted prices by more than on a whole-country average, however by less than 4% and not significantly so. A more pronounced result emerges for apartment prices, whose current deviation from the long-run price is more than 12%.

Finally, we run the same exercise for the subset of the major seven German cities, which is presented in Fig. 9. The results indicate that single-family house prices in the major cities are above their predicted prices (around 5%), however, subject to high statistical uncertainty. In contrast, the misalignment of apartment prices is highly significant and

13 The selected cities are Berlin, Düsseldorf, Frankfurt am Main, Hamburg, Cologne, Munich and Stuttgart.
Figure 8: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for 93 cities, estimated using data for 402 districts over 2004 to 2010. Shaded areas denote out-of-sample predictions.

Figure 9: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for major 7 German cities, estimated using data for 402 districts over 2004 to 2010. Shaded areas denote out-of-sample predictions.

reaches more than 15% in 2012.

Extending the sample period backwards to 1996 for 93 towns and cities allows to compare the recent price misalignments in these cities to the situation in the mid-1990s, when residential property prices reached their previous maximum. By integrating the episode in the information set for estimation we make it in principle harder for the model to indicate deviations from the fundamental equilibrium at the current juncture. Letting the model adjust as well as possible to strong house price increases in the past should make the recent price changes look less unusual, provided these episodes are similar in nature. Recall that the longer term perspective comes at the expense of a reduced cross-section sample of 93 towns and cities as opposed to 402 districts covering the whole country.

According to the results for the whole subset of 93 towns and cities presented in Figs. 10 and 11 the qualitative assessment of house prices at the end of the sample does not
change. Apartments in German cities show significant overvaluations, while single-family houses are not subject to any misalignment. Quantitatively, the overvaluation at the sample end is viewed a little less pronounced with around 6% for apartments in 93 towns and cities and around 12% in the major seven cities.

Figure 10: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for 93 cities estimated using data for 93 cities from 1996 to 2010. Shaded areas denote out-of-sample predictions.

Figure 11: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for major 7 cities estimated using data for 93 cities from 1996 to 2010. Shaded areas denote out-of-sample predictions.

For the mid-1990s a significant overvaluation of both apartments and houses is documented for 93 towns and cities. This is also true of the houses in the major seven cities but interestingly not of the apartments in this subset. The overvaluations observed for apartment prices in 93 towns and cities are of a magnitude comparable to the mid-1990s, while apartment price misalignments in the major seven cities are currently considerably more pronounced than in the past. The period between 1997 and 2011 is not marked as a period of price misalignments. This is mainly due to the role of growth expectations,
which become quite closely aligned with the development of house prices from 1997 onwards (see Fig. 6). Conversely, the end of the sample growth expectations have stabilised on a relatively low level, while house and in particular apartment prices kept increasing from their comparatively low levels.

So far, we have assessed house price increases over the past two years against a fundamental price that is estimated over a period which excludes the years of particular interest (2011 and 2012). The benefit is that the fitted long-run price is not pulled towards actual prices, possibly failing to detect a significant misalignment. After all, the estimator is based on minimizing the deviations of actual from estimated prices. However, we might unduly disregard the information about the recent past, when in fact it should have an impact on the fundamental price. The reported house price deviations might then overstate the true misalignment. In appendix B we repeat the estimation for the extended samples up to 2012 for both sets of districts and cities, and show that, while the estimated overvaluation at the end of the sample is indeed slightly reduced, the results hold up qualitatively, in particular in terms of significance.

6.3 The role of interest rates

Although the interest rate is an essential element in the theoretical model, it is difficult to empirically pin down its effect on house prices. Over the sample period 2004 to 2010 mortgage rates do not have a significant effect on house prices in our final empirical specifications, while over the longer sample 1996 to 2010 they are significantly positively correlated with house prices (see Fig. 6). The latter correlation could be explained by the common effect of growth expectations on house prices and interest rates. However, at the sample end growth expectations and interest rates are no longer positively correlated. Thus, the effect of mortgage rates on house prices on the basis of their historical correlation would lead to counterintuitive results. Therefore, mortgage rates are removed from the set of regressors.

In order to include interest rate effects despite the econometric difficulties, we consider the following solution. Motivated by (6) of the theoretical model we assume that the hypothetical elasticity of house prices with respect to the mortgage rate equals the growth expectations elasticity with a negative sign (without however restricting the elasticity to any particular value).

\[ \frac{\partial p_{it}}{\partial r_{t}} \frac{r_{t}}{p_{it}} = -\frac{\partial p_{it}}{\partial g_{it}} \frac{g_{it}}{p_{it}} \]  

(21)

Given the estimated coefficient on growth expectations \[ \hat{\beta}_5 = \frac{\partial p_{it}}{\partial g_{it}} \] we can calculate a value
for $\tilde{\beta}_4 = \frac{\partial \tilde{p}_{it}}{\partial r_t}$ according to

$$\tilde{\beta}_4 = -\frac{\partial \tilde{p}_{it} g_{it}^e}{\partial g_{it}^e} \frac{r_t}{\bar{g}_t^e, \bar{r}_t}$$

$$= -\hat{\beta}_5 \frac{g_{it}^e}{\bar{g}_t}$$

(23)

evaluated at the sample average.$^{14}$ We plug the additional mortgage rate term $\tilde{\beta}_4 (r_t - \bar{r})$ into the fitted equation (14) giving

$$\tilde{p}_{it} = \beta_0 + \tilde{\beta}_1 s_{it} + \tilde{\beta}_2 y_{it} + \tilde{\beta}_3 z_{it} + \tilde{\beta}_4 (r_t - \bar{r}) + \tilde{\beta}_5 g_{it}^e + \tilde{c}_i$$

(24)

In order to preserve the estimate for the intercept we use the deviation of mortgage rates from their sample mean.

Repeating the assessment exercise on the basis of the baseline estimation sample 2004 to 2010 including this modification reduces the moderate deviation of apartment prices in recent years on a whole-country average to negligible values (Fig. 12).$^{15}$ Also, in the subsets with 93 towns and cities and the major seven cities single-family house prices appear to be closer to the fundamental prices. However, although apartment price deviations in cities are reduced by about 5 percentage points when mortgage rates are accounted for they still show signs of sizeable misalignments (Figs. 13 and 14).

Figure 12: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for 402 German districts adjusted for mortgage-rate effect by calibration.

We conclude from this calibration exercise that, for the whole-country average, low mortgage rates appear to be an important factor behind the recent price increases. However, for German towns and cities the low level of mortgage rates cannot fully explain

$^{14}$In the special case where $\bar{r} = \bar{g}_t$ the partial effect of growth expectations is equal to the negative partial effect of the mortgage rate.

$^{15}$Factoring in mortgage rates by calibration over the longer sample 1996 to 2010 is more difficult due to the empirically strong positive correlation of mortgage rates, growth expectations and house prices over this period.
the marked increase of apartment prices and to some extent of single-family house prices leaving room for factors, which are not accounted for in this analysis.

7 Conclusion

The main goal of the paper is to examine to what extent the recent price increases on the German housing market are attributable to favourable developments in macroeconomic factors, or whether there is any significant misalignment. Based on a stock-flow model for the housing market we have derived an equation for fundamental equilibrium house prices, which relates residential property prices to explanatory variables. To estimate the equation we make use of a regional panel dataset comprising price data for single-family houses and apartments in all 402 districts in Germany and district-specific explanatory variables. The panel estimation results confirm our expectation that an approach based on the cross-section variance of prices and regressors yields more plausibly signed coefficients
attached to district-specific regressors than a pure time-series framework.

We assess recent and past episodes of strong house price increases by aggregating the district-specific regression residuals into deviations of aggregate house prices from their fundamental levels. We conclude from our estimation results that, for Germany as a whole, there are no signs of a significant or sizeable misalignment of single-family house prices compared to their long-run level. However, apartment prices seem to be overvalued at the current juncture by 5% to 7% on a whole-country average. For the subsets of 93 towns cities and the major seven cities our approach suggests a moderate and statistically insignificant deviation of single-family house prices from their equilibrium levels. In contrast, apartment prices in German cities appear to be markedly overvalued. In the 93 towns and cities, the size of the price deviations at the current juncture are of comparable size to the price misalignments during the mid-1990s, while the overvaluation of apartments in the major seven cities is considerably larger than during the mid-1990s. While the exceptionally low level of mortgage rates technically lower the estimated overvaluation of apartments on a whole-country average close to equilibrium, our assessment of apartment prices in German cities does not change when we factor in the effect of interest rates, when we include the assessment period in the estimation sample, or extend the estimation period back to 1996.

Our assessment of residential property prices is subject to an important caveat, which applies to empirical analyses that aim at estimating a reference value which, from a conceptual point of view, can be interpreted as a fundamental equilibrium level. As in a standard time-series approach, "substituting" time-series information by a large regional dataset requires the assumption that the sample mean of the price observations equals the true unconditional average of house prices. Given the relatively short time dimension and the substantive role played by growth expectations without cross-sectional variation, however, the assumption of zero (time-series) residual means, which is imposed by estimation, cannot be evaluated without further information from outside the chosen framework.

Finally, it is beyond the scope of the paper to model regional spillovers in house prices by including spatial effects in a panel setup or even adopting a spatio-temporal approach like the one proposed by Holly et. al (2010).
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8 Appendix

8.A Data

In order to assess the size and significance of house price increases from 2004 to 2012 we fit fundamental prices using the actual values of explanatory variables and the parameter values estimated over the period 2004 to 2010. In the out-of-sample period 2011 to 2012 actual data on district level are available for all variables except GDP. For 2012 there are
no actual data for any explanatory variable available yet. Therefore we project the missing district-level variables for 2011 and 2012 by assuming that their shares in each aggregate variable changes at the same rate as in 2010 and 2011, respectively. It is assumed that the process of structural change at district level continues at a constant pace. E.g. some districts’ GDP shares keep declining while others’ continue to increase. Note that as more years of data at district level become available we can get rid of this assumption. Table 5 presents definitions and sources for the data.

**8.B Additional regression results**

Table 6 contains the results of the random- and fixed-effects regressions with the full set of variables discussed in section 5.

In addition, we repeat the estimation for the sample 2004 to 2012 using the same specification as for the sample 2004 to 2010 as discussed in section 6.2. Tables 7 and 8 present the estimation results using the HT/IV estimator over the extended sample from 2004 to 2012 for all 402 districts, and from 1996 to 2012 for 93 towns and cities. Note that the imputed values of regressors for which data are not yet available are used. This implies that the uncertainty surrounding the estimated long-run price for 2011 and 2012 might be higher than reported.

Figs. 15 to 17 show the resulting price deviations from the fundamental price estimated using all districts over 2004 to 2012.

Figure 15: Deviations of single-family house (left) and apartment prices (right) from long-run equilibrium for 402 districts, estimated using data for 402 districts over 2004 to 2012.

Compared to Figs. 7 to 9 there are no qualitative differences in the assessment of residential property prices for the different aggregates. Quantitatively, including the recent past in the estimation sample reduces the estimated overvaluation for apartments by around 2 percentage points. On a whole country average, apartment prices are still
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>House prices</td>
<td>Prices per sqm in euros for single-family houses and apartments</td>
<td>BulwienGesa AG for 402 German administrative districts</td>
</tr>
</tbody>
</table>
| Housing stock     | Housing units of single-family houses and apartments                      | National Statistical Office  
(Bauen und Wohnen, Baugenehmigungen/Baufertigstellungen 2011) |
| GDP per capita    | GDP per capita in euros                                                   | National Accounts of the German Länder                                 |
| Demographic variable | Population aged 30 to 55 in % of total                                     | Regional database at the National Statistical Office                    |
| Density measure   | Area in square kilometres per inhabitant                                  | Regional database at the National Statistical Office                    |
| Unemployment rate | Unemployed in % of total population                                       | Regional database at the National Statistical Office and Federal Employment Agency |
| Real mortgage rate| Nominal 10-year mortgage rates minus expected inflation over the 10 years ahead | Official banking data statistics for nominal mortgage rates, identical across districts |
| Inflation expectations | Inflation expectations over the 10 years ahead                             | Consensus forecast for 1990 to 2012, identical across districts        |
| Real growth expectations | Survey data on expectations for real GDP growth over the 10 years ahead | Consensus forecast for 19901 to 2012, identical across districts       |
| CPI               | District-specific CPIs for 2009 based on data provided by Kawka (2009); projected for remaining periods using state-level CPIs | Kawka (2009); regional database at National Statistical Office        |
Table 6

<table>
<thead>
<tr>
<th>Variable</th>
<th>Apartments</th>
<th>Single-family houses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RE</td>
<td>FE</td>
</tr>
<tr>
<td>$s_{it}$</td>
<td>-588.2***</td>
<td>-4599.5***</td>
</tr>
<tr>
<td></td>
<td>(196.0)</td>
<td>(1100.7)</td>
</tr>
<tr>
<td>$y_{it}$</td>
<td>0.004***</td>
<td>0.003**</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>$a_{it}$</td>
<td>12990.8***</td>
<td>11156.4***</td>
</tr>
<tr>
<td></td>
<td>(753.3)</td>
<td>(1000.2)</td>
</tr>
<tr>
<td>$d_{it}$</td>
<td>-19533.8***</td>
<td>55016.8</td>
</tr>
<tr>
<td></td>
<td>(4277.2)</td>
<td>(35176.0)</td>
</tr>
<tr>
<td>$u_{it}$</td>
<td>652.9</td>
<td>1684.8***</td>
</tr>
<tr>
<td></td>
<td>(410.6)</td>
<td>(489.2)</td>
</tr>
<tr>
<td>$r_{t}$</td>
<td>758.9*</td>
<td>795.5</td>
</tr>
<tr>
<td></td>
<td>(457.8)</td>
<td>(515.6)</td>
</tr>
<tr>
<td>$g_{t}^{c}$</td>
<td>7538.9***</td>
<td>7663.1***</td>
</tr>
<tr>
<td></td>
<td>(1038.6)</td>
<td>(1074.9)</td>
</tr>
<tr>
<td>constant</td>
<td>-3328.3***</td>
<td>-1999.6***</td>
</tr>
<tr>
<td></td>
<td>(294.1)</td>
<td>(588.3)</td>
</tr>
</tbody>
</table>

$R^2$

- **within** | 0.55 | 0.57 | 0.50 | 0.56
- **between** | 0.21 | 0.00 | 0.34 | 0.02
- **overall** | 0.24 | 0.00 | 0.35 | 0.01

Obs. | 2814 | 2814 | 2814 | 2814

Robust standard errors in parentheses. *, **, *** denotes significance on the 10%, 5%, 1%-level.
### Table 7

<table>
<thead>
<tr>
<th>Variable</th>
<th>HT/IV Apartments</th>
<th>HT/IV Single-family houses</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{it}$</td>
<td>$-3324.3^{***}$</td>
<td>$-5583.2^{***}$</td>
</tr>
<tr>
<td></td>
<td>(284.4)</td>
<td>(1159.5)</td>
</tr>
<tr>
<td>$y_{it}$</td>
<td>$0.001^{*}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>$a_{it}$</td>
<td>$9105.0^{***}$</td>
<td>$7524.3^{***}$</td>
</tr>
<tr>
<td></td>
<td>(344.5)</td>
<td>(570.3)</td>
</tr>
<tr>
<td>$d_{it}$</td>
<td>$-106885.5^{***}$</td>
<td>$-115774.0^{**}$</td>
</tr>
<tr>
<td></td>
<td>(8916.6)</td>
<td>(45334.5)</td>
</tr>
<tr>
<td>$u_{it}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$r_{t}$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

$g_{it}^{\gamma}$

- $9375.5^{***}$
  - (1452.6)

$constant$

- $-513.4^{***}$
  - (211.9)

$R^2$

- within: 0.46
  - 0.50
- between: 0.11
  - 0.21
- overall: 0.12
  - 0.21

Obs. 3618

Robust standard errors in parentheses. *, **, *** denotes significance on the 10%, 5%, 1%-level.
### Table 8

<table>
<thead>
<tr>
<th>Variable</th>
<th>HT/IV</th>
<th>HT/IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apartments</td>
<td>Single-family houses</td>
</tr>
<tr>
<td>$s_{it}$</td>
<td>$-4346.2^{***}$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(356.7)</td>
<td></td>
</tr>
<tr>
<td>$y_{it}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$u_{it}$</td>
<td>$6996.0^{***}$</td>
<td>$3053.1^{***}$</td>
</tr>
<tr>
<td></td>
<td>(911.1)</td>
<td>(555.4)</td>
</tr>
<tr>
<td>$d_{it}$</td>
<td>–</td>
<td>$-446640.8^{***}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(33892.5)</td>
</tr>
<tr>
<td>$g_{it}$</td>
<td>$-5808.5^{***}$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(1334.0)</td>
<td></td>
</tr>
<tr>
<td>$r_{t}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$g_{t}^{c}$</td>
<td>$40470.1^{***}$</td>
<td>$36436.9^{***}$</td>
</tr>
<tr>
<td></td>
<td>(1493.8)</td>
<td>(1274.9)</td>
</tr>
<tr>
<td>$constant$</td>
<td>$523.1^{*}$</td>
<td>$923.7^{***}$</td>
</tr>
<tr>
<td></td>
<td>(316.7)</td>
<td>(217.4)</td>
</tr>
</tbody>
</table>

$R^2$

<table>
<thead>
<tr>
<th></th>
<th>within</th>
<th>between</th>
<th>overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.63</td>
<td>0.09</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.15)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>Obs.</td>
<td>1581</td>
<td>1581</td>
<td></td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. *, **, *** denotes significance on the 10%, 5%, 1%-level.
found to be significantly overvalued. Similarly, for the subset of cities the size of the overvaluation is slightly smaller, but still significant. For the longer sample of 93 cities, the results hold up both qualitatively and quantitatively (see Figs. 18 and 19).

8.C Logs vs. levels: Assessing the aggregation bias

This section describes the simulation exercise used to evaluate the aggregation error from estimating a linear model instead of a log-linear model. Recall that on the basis of the theoretical model we assume that a house price equation in logarithms is the true data generating process. The error is compared to the one that arises from an alternative, economically sensible – although only approximative – aggregation rule based on the logarithmic model. For the purposes of the simulation study we focus on a random-effects
model for apartment prices of the following form.

\[
\ln p_{1it} = \phi_0 + \phi_1 \ln s_{it} + \phi_2 \ln y_{it} + \phi_3 \ln a_{it} + \phi_4 \ln d_{it} + \phi_5 \ln g_t + c_i + \epsilon_{it} \tag{25}
\]

This corresponds to the chosen final specification for apartment prices using the random-effects estimator in section 5. We proceed as follows.

1. Generate data for \( n_{it}, s_{it}, y_{it}, a_{it}, d_{it} \) and \( g_t \) using the variance-covariance matrix from their empirical counterparts.

2. Generate \( \ln p_{1it} \) for \( i = 1, \ldots, N \) and \( t = 1, \ldots, T \) using (25), coefficient values from the estimated apartments equation (RE) in Table 2, \( \epsilon_{it} \sim N(0, \sigma_e) \) and \( c_i \sim N(0, \sigma_c) \).

Compute \( P_t = \sum_{i=1}^{N} \frac{n_i}{n_{it}} p_{1it}^1 \).
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3. Estimate the log-linear model (25) by random-effects. Compute \( \hat{P}_t^2 = e^{\ln \hat{P}_t^2} \) from

\[
\ln \hat{P}_t^2 = \hat{\phi}_0 + \hat{\phi}_1 \ln \left( \sum_{i=1}^{N} \frac{n_{it}}{n_t} s_{it} \right) + \hat{\phi}_2 \ln \left( \sum_{i=1}^{N} \frac{n_{it}}{n_t} y_{it} \right) + \hat{\phi}_3 \ln \left( \sum_{i=1}^{N} \frac{n_{it}}{n_t} a_{it} \right) + \hat{\phi}_4 \ln \left( \sum_{i=1}^{N} \frac{n_{it}}{n_t} d_{it} \right) + \hat{\phi}_5 \ln g_t + \hat{c} \tag{26}
\]

where \( \hat{c} \) are the aggregated unobserved effects (weighted by population shares).

4. Estimate the linear model (27) by random-effects

\[
p_{it}^3 = \varphi_0 + \varphi_1 s_{it} + \varphi_2 y_{it} + \varphi_3 a_{it} + \varphi_4 d_{it} + \varphi_5 g_t + c_i + \zeta_{it} \tag{27}
\]

and compute \( \hat{P}_t^3 = \sum_{i=1}^{N} \frac{n_{it}}{n_t} \hat{p}_{it}^3 \).

5. Compute the mean errors \( ME^1 = \frac{1}{T} \sum_{t=1}^{T} (\hat{P}_t^2 - P_t^1) \) and \( ME^2 = \frac{1}{T} \sum_{t=1}^{T} (\hat{P}_t^3 - P_t^1) \).

6. Repeat steps 2 to 5 \( R \) times to obtain the means and variances of \( ME^1 \) and \( ME^2 \).

We set \( T = 10, R = 500 \) and run the exercise for different values of \( N=\{50, 100, 150, 200, ..., 1000\} \). Fig. 20 plots the means of \( ME^1 \) and \( ME^2 \) for increasing \( N \). The mean error from estimating and a linear specification and using an exact aggregation rule is about 10 times lower than the one from estimating the true logarithmic specification while using an approximate aggregation rule. In absolute terms the mean error from the linear model, which is mainly due to misspecification, indicates that the aggregate linear model results in an overestimation of apartment prices of around 1\%. In contrast, the bias from the aggregate logarithmic model is about 10\%.
Figure 20: Mean errors from estimating the logarithmic equation and using an approximate aggregating rule vs. estimating a linear equation with consistent aggregation (when the logarithmic equation is true).